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The Adaptive Sensor Fleet (ASF) is a fleet of raboteangoing
surface vessels being developed by NASA in cootitinawith
NOAA. The mission of ASF is to provide the cap#pilfor
autonomous cooperative survey and sampling of dimam
oceanographic phenomena such as current systemsalgad
blooms. Each ASF vessel serves as a platform feargety of
instruments. In its present early stages, thenasdunstrument
platform is the OASIS surface vessel being devaldpeNASA at
the Wallops Flight Facility, but the ASF architeguis being
designed for extensibility to accommodate heterogsnfleet
elements. This paper describes the path planniggridoms
developed for the acquisition phase of a typicaFA&sk. Given a
polygonal target region to be surveyed, the regsosubdivided
according to the number of vessels in the fleehe $ubdivision
algorithm seeks a solution in which all subregibase equal area
and minimum mean radius. Once the subregions efieed, a
dynamic programming method is used to find a mimmtime
path for each vessel from its initial position t® assigned region.
This path plan includes the effects of water cugeas well as
avoidance of known obstacles. A fleet-level plagnalgorithm
then shuffles the individual vessel assignmentsnid the overall
solution which puts all vessels in their assignedions in the
minimum time. This “shuffle” algorithm may be debed as a
process of elimination on the sorted list of permtions of a cost
matrix. All these path planning algorithms areilfsted by
discretizing the region of interest onto a hexadtihiag.



INTRODUCTION

The Adaptive Sensor Fleet is a supervisory corgystem that is designed to use
a collection of heterogeneous robotic platformsofgimally perform observations of
dynamic environments driven by high-level goalshe TASF provides for observations
through high-level goals, supervisory fleet manageim of robotic platforms
(coordination), analysis of environmental scienetadto use in the decision making
process (collaboration), optimal path planning agplanning, identification of science
phenomena, and adaptation to dynamic or unknowrir@maents. The concepts
addressed in the design of the ASF lay the fouaddtr a dynamic “Sensor Web” using
stationary, surface moving (water or land), airleorand spacecraft instruments to
generate a dynamic network of sensors to achievedfined science goals.

The ASF is working with the Ocean Atmosphere Senstegration System
(OASIS) to prototype fleet maneuvering and obséowatoncepts. The OASIS project
objective is to provide low-cost ($20K each) mopdelf-navigating surface platforms for
ocean sensors, as an alternative to buoys[OABS&hefits of OASIS focus on the ability
to navigate to geospatial positions in order tofgrer in-situ measurements, and then
return home to recalibrate and reuse instrumentehnvmay otherwise be discarded.
These craft will allow scientists to map ocean mmeena that cannot be observed
through remote sensing. In addition, these crdftggnerate significant cost savings for
NOAA and NASA especially in the area of data calttan and validation of remote
sensing satellite measurements.

OASIS provides a perfect low-cost domain to demaistthe capability of ASF
to perform fleet observations of targets. OASI&fichave several key capabilities that
are ideal for concept demonstration:

 Remote Commanding — The OASIS craft can be suppbednands via a remote
communication link. They can receive waypoint ohegtons, science instrument
commands, and house-keeping commands. They deamoinunicate directly
with other OASIS craft, but can communicate dingetlth the control center.

* Semi-autonomous — The OASIS craft can autonomonmslye to commanded
waypoint destinations, and avoid obstacles andashglin their path.

» Science Collection — The OASIS craft can houserunséntation for in-situ
science collection. The science measurements eatrabsmitted back to the
control center through the communication link.

» Heterogeneous — Each OASIS craft will generallyehtthve same guidance and
navigation control, but can house instrumentatibdifferent types.

The ASF will use the OASIS craft to demonstrateyiay levels of fleet observation
concepts. Each observation concept will requirgjus path planning concepts with
varying degrees of difficulty. The ability for ASI® use in-situ measurements in the
decision-making process allows the system to adaptdynamic or unknown
environments to optimally complete science obsesmat This ability is predicated on
quality path-planning algorithms and their abilibyoptimize and replan paths.
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Figure 1. ThePath Planning Problem

PROBLEM STATEMENT AND PRELIMINARIES

Consider the situation shown in Figure 1. On tlgatrside of the figure is an
ocean feature of scientific interest: an algae mlpoperhaps, or a cold eddy. An ASF
customer suspects the feature is out there, bwnddaow its precise location or extent.
So she identifies a polygonal region of interest] aquests an ASF fleet to survey it.
The ASF vessels, beginning from arbitrary initialsgions, are tasked to travel quickly
and safely to the region, then survey it in sonfieieht manner. In transit, there are land
features, and perhaps other navigational hazardishwvill have to be avoided. There
are water currents, which need to be accounteddahey affect travel time. Once at the
survey region, the survey task must be divided lpvamong the fleet. The algorithms
which accomplish these tasks are the subject sfadper.

Subdivision of the survey region and vessel minirtume path planning are
vastly simplified by discretization of the problespace. To this end, we overlay a mesh
of hexagonal cells over the map. The mesh mayebéysthe desired resolution of the
scientific measurements to be taken, the agilitthefvessels, complexity of the terrain,
or other factors. Hexagonal cells are preferredraquare cells due to their greater
directional isotropy; a square cell has four “caalli neighbors and four “diagonal”
neighbors, while a hex cell has six of each. Wmlper them clockwise from North as
shown in figure 2.



Figure2: Map Cell Neighbor Numbering Scheme
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Figure 3: Some Survey Strategies

All the path planning described in this paper oscair the initiation of the task.
The computation time is negligible when compareuddssel transit times, so adapting to
a change in the situation (e.g. an unforeseen dbjtaay be easily accomplished simply
by recomputing the path plan as needed, incorpaydtie new information.

SURVEY REGION SUBDIVISION

Given a region defined by a contiguous convex patygve wish to survey it by
visiting each cell at least once in as little timsepossible. Neglecting water currents and
assuming equal speeds for the ASF vessels, it bexamparent that the minimum-time
solution is to divide the region into equal aredagn choose paths which visit each cell
with as little retracing as possible. This st&laVes a great deal of freedom in selecting a
survey strategy. Figure 3 presents three amongy remdidate schemes: a “raster” scan,
a “sweep”, and the “lawnmower” spiral. We selectbd lawnmower algorithm for
development because it rapidly outlines and dividhesregion of interest, providing a
low-resolution survey of the field and then filling the details. This divide-and-conquer
strategy is further refined by choosing the shayese subregions to be as “round” as



Figure 3: Survey Region Subdivision Sequence

possible. This minimizes the length of the perenetf a subregion, minimizing the time
required to surround and constrict unvisited areas.
The survey region subdivision consists of the feiftg steps:

1. Place N points in region, arranged evenly arouedcemter of the region.
These are the initial guesses for the centroideetubregions.

2. For each cell in the region, find the subregionticed closest to it. Adjust
the measured distances, adding a penalty distancegtons with more
member cells (on the first pass, this adjustmemast, as the subregion
memberships haven't been established yet).

3. Assign each cell to the subregion with the shoddgisted distance.

4. Recompute the centroid of each subregion, anduheber of cells in each
subregion.

5. Repeat steps 2-4 until the subregion areas areiatidyg equal.

Figure 3 shows a subdivision sequence. The fiesation chiefly spreads the subregion
centroids apart. Subsequent iterations resulkain@nges at the boundaries to equalize
the subregion areas, with some resultant migradfotiie centroids. Since the selection
criterion is a radius, the subregions tend to roxsd, as well as the shape of the survey
region allows.

Note that, due to the discretization of the problgrarpetual limit cycles are
possible, with a boundary cell being swapped bauk farth between two subregions.
Suitable convergence criteria are established &oaguiee termination of the iteration.

PATH PLANNING

Once the region of interest has been subdividesl,ptioblem becomes one of
choosing routes for the fleet vessels which takemmt from their (arbitrary) initial
positions and places them somewhere within theigasd subregions safely and in some
optimal fashion. We first consider the problenptzinning a path for a single vessel, and
then address the problem of assigning vessels lioegions to achieve a fleet-level
optimum solution.



Figure4: A Simplified Path Planning Problem
Minimum-Time Vessel Path Planning with Obstacles and Water Currents

Consider the situation shown in figure 4. A padtlefined by a sequence of
waypoints, is to be chosen which connects a vespe#sent position (in orange) with a
target region (in blue). The path must avoid poabd areas (e.g. islands, in red), and
must minimize a selected cost function (e.g. tréaves).

A dynamic programming algorithm [Bryson] is usedfitad the cost of reaching
the target region from every cell on the map:

1. Initialize all map cells as Unresolved. Initializells in target region to
zero cost. Mark all cells which contain obsta@sg$rohibited cells.
2. For each non-prohibited cell in the map,

a. Find the (12) neighboring cells. Neglecting Prdateitt and
Unresolved neighbor cells, compute the cost to tgeteach
neighbor cell.

b. Compute (up to 12) candidate costs by adding ths twoget to
each valid neighbor to the cost stored in that =g cell.

c. Select the minimum of these candidate costs, are #is cost in
the map cell.

3. Repeat step 2 until a sweep through the entire chapges no cells. This
loop is guaranteed to terminate.
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Figure5: Solution to Simplified Path Planning Problem

Note that prohibited cells are explicitly ruled ouA common alternative is to assign a
prohibitively high but finite cost to an obstacimplicitly forbidding it by pricing it out
of the market. This implicit technique is helpfal non-discrete formulations, where
analytical cost functions are desirable. A dravipiowever, is the risk of not setting the
prohibition cost sufficiently high. Faced with @nl, circuitous route around an island,
such a path planning algorithm may be tempted ke & shortcut over it. Since the
present problem is formulated discretely, usinglieitgorohibition adds no more labor
than the implicit technique, and avoids any po#grhof “sneaking” through an obstacle
rather than going around.

Figure 5 shows a simplified version of the solutidfor purposes of illustration,
only the six “cardinal” neighbors are considereaf] éhe cost to traverse a cell is simply
one unit. With successive iterations, the solvegian spreads from the target region
until it fills the map.

Once the cost map has been populated, the vepséiiss determined. The first
waypoint is set at the vessel's initial positiormhe next waypoint is placed in the
neighboring cell with the lowest time-to-goal cesbred in it. This process is repeated
until the target region is reached.
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Figure6: Example of Effect of Water Current on Travel Time

The cost of traveling from a map cell to one ofritighbors is the travel time.
When water currents are neglected, the travel tsr@mply the distance between the
cells divided by the speed of the vessel. Wherematrrents are considered, the travel
time is affected by the relative direction and speé the current. Figure 6 illustrates
such a situation. In this example, the map celtsp is 12 km, the vessel's top speed is
2 km/hr, and there is a uniform water current flogvieastward at 1 km/hr. Traveling
with the current, the vessel's speed is augmended, the travel time is lessened.
Traveling perpendicular to the current, the vessest adjust its heading to maintain its
desired direction of travel, decreasing its effextspeed. And of course, traveling
against the current increases the travel time.

Minimum-Time Fleet Path Assignment

Having found a time-optimal solution for a vesselr¢éach a subregion, we now
consider the problem of assigning a vessel to sabinegion, such that the time for all
vessels to reach their assignments is minimizdterd are N! ways to assign N vessels to
N subregions. For small values of N (say, N=3js itheap to exhaustively check all the
permutations, but for only slightly larger fleetdie computational effort to do so
becomes unreasonable (3,628,800 permutations fogrfectly reasonable fleet of 10
vessels). We developed a more parsimonious assigrpnocedure which scales witf N
rather than with N!.

This procedure is best explained by an artifick@mple. Three vessels are to be
assigned to three survey subregions. The assdcaists have been computed and
arranged in the matrix C, each element C(i,j) béimegcost for vesselto reach subregion
j.

6.3 4.9 7.1

C= 93 05 11

53 04 81
We wish to select three elements of C so that Ifwaoof the three are in the same row
or column, which ensures that no two vessels aigmesd to the same region, and no two
regions are assigned to the same vessel; and Brgest value of the three is as small as



we can make it, which minimizes the time for alsels to be in position. So we form a
list, sorted by decreasing cost, and start a psogkslimination:

Rank Cost Element
1 9.3 (2,1)
2 8.1 (3,3)
3 7.1 (1,3)
4 6.3 (1,2)
5 5.3 (3,1)
6 4.9 (1,2)
7 1.1 (2,3)
8 0.5 (2,2)
9 0.4 (3,2)

Elimination of the three highest-cost elementsliss:
6.3 49 F1
C= 983 05 11
53 04 81
Element (2,3) is the last surviving element in ¢tdumn, so it must be part of the
solution. We denote this with bold typeface. 8iiicis part of the solution, no other
element in row 2 can be, so we eliminate eleme@):(2
6.3 49 F1
C= 983 65 11
53 04 -81
This action results in no new Last-in-Column or ttiasRow conditions, so we return to
our sorted list and eliminate the largest survivimgmber, (1,1):
63 49 1
C= 983 65 11
53 04 81
Eliminating element (1,1) leaves (1,2) as theilads row, and (3,1) as last in its column.
They must be part of the solution, and element)(3jRce it shares a row (and a column)
with a solution member, must not be in the solution
63 49 14
C= 983 65 11
53 64 81
This algorithm may be summarized:
1. Compute the NxN cost matrix, C.
2. Find the list of elements, sorted in order of dasheg cost.
3. While any element in C is neither eliminated noleseed as part of the
solution:
a. While any element is Last-in-Row (LiR) or Last-irelmn (LiC)
i. Select LiR or LIiC element as part of solution.
ii. Eliminate remainder of row and column.
b. Eliminate highest-cost element in sorted list.



Figure7: Vessel Paths With No Water Currents

Figure8: Vessel Paths With Water Currents

Note that the first N-1 elements on the sortedrfisly be eliminated directly, since they
can never be the Last-in-Row or Last-in-Column.

Figures 7 and 8 show the paths assigned for owr staisly. Figure 7 shows the
paths assigned neglecting water currents, anddigushows the solution with a water
current field applied. Introduction of water curteknowledge makes the inter-island



channel a more economical path for one vessel, lwincturn affects the vessels’
assigned subregions.

CONCLUSION

In this paper we have presented three of the datinmg algorithms used on the
Adaptive Sensor Fleet project at NASA Goddard Sgdght Center. In combination,
these algorithms enable a fleet of water surfacsels to safely and efficiently reach a
defined region from arbitrary initial positions jpneparation for a cooperative survey of
the region. Discretization of the problem simpldi map management and allows
straightforward and robust obstacle avoidance. mhp is tiled with hexagonal cells to
preserve as much directional isotropy as possible.

Division of the survey area is accomplished with imrative area-exchange
method. Path planning for a fleet member usesmimprogramming to reach the target
area in minimum time, in the presence of obstagdad water currents. Vessel
assignments are shuffled to yield a fleet path pldrich places all vessels in their
assigned subregions in minimum time.

The ASF project is currently operating in a simethenvironment. OASIS craft
simulators are being used for guidance, navigadios control, and the Regional Ocean
Modeling System (ROMS) is being used to provide #feF with modeled ocean
measurements. Water tests with the physical OAS#® are planned for July 2005.
These tests will demonstrate many of the concegtsrtbed in this paper, including fleet
coordination and supervisory-level collaboration.

The goal of the ASF is to implement a “Sensor Walkchitecture combining
heterogeneous elements: stationary platforms, waidrland surface vessels, airborne
and spaceborne instruments. Although the immedippdication is to study the Earth’'s
oceans, the architecture and technigques developdddamonstrated by ASF will be
readily applicable to exploration of other plandtg landers, rovers, and orbiting
platforms.
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